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Summary
Digital twins can be defined as digital representations of physical entities that employ real-time data to enable understanding of the operating conditions of these entities. Here we present a particular type of digital twin that involves a combination of computer vision, scientific machine learning and augmented reality. This novel digital twin is able, therefore, to see, to interpret what it sees—and, if necessary, to correct the model it is equipped with—and presents the resulting information in the form of augmented reality.

The computer vision capabilities allow the twin to receive data continuously. As any other digital twin, it is equipped with one or more models so as to assimilate data. However, if persistent deviations from the predicted values are found, the proposed methodology is able to correct on the fly the existing models, so as to accommodate them to the measured reality.

Finally, the suggested methodology is completed with augmented reality capabilities so as to render a completely new type of digital twin. These concepts are tested against a proof-of-concept model consisting on a non-linear, hyperelastic beam subjected to moving loads whose exact position is to be determined.
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1 | INTRODUCTION

The concept of digital twin is rooted in the concept of (hardware) twin established by NASA in the Apollo mission, where a twin of the spaceship was kept in Earth for security purposes. Its digital counterpart appears to be first cited again in a NASA report. It has now become ubiquitous in industry, particularly with the burgeoning presence of the internet of things. Essentially, it refers to a class of digital model which is connected to its physical twin counterpart by means of sensors, that produce real-time data. These data are expected to be assimilated by the digital model so as to allow to obtain knowledge about the physical system’s functioning.

The concept is of course closely related to that of dynamic data-driven application systems (DDDAS). F. Darema, who coined the term, highlighted the symbiotic collaboration between data and simulation. The interested reader could consult the web page http://dddas.org, where a very instructive discussion about DDDAS and related concepts (such as cyber-physical
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systems, for instance) is made. In essence, what distinguishes a DDDAS from other types of digital twins is its ability not just to assimilate data into an existing application, but also to allow these data to steer the experimental campaign.

For complex systems, the need for real-time simulation has attracted the attention of the reduced order modeling community. Indeed, for very fast feedback responses, nowadays computing capabilities could not attain these extremely fast rates—that depend obviously on the particular application—. Thus, there is a vast corps of literature on the use of reduced order models to overcome these difficulties.\[9,10,11,12,13,14\]

Here we explore a new capability for the design of efficient digital twins. Very often, these twins produce inaccurate predictions, whose systematic deviation from measurements cannot be attributed to the presence of noise in the experimental devices. Systems evolve during their service life, so that models employed for data assimilation are no longer valid and must be corrected. If this correction can be accomplished by the digital twin itself we speak of a hybrid twin.\[15\]

The so-called fourth paradigm of science\[16\] refers to the capacity of searching through huge databases and extract valid information by removing correlations on it. Here, on the contrary, we study systems able to go one step further and, by means of scientific machine learning\[17\] be able to unveil models from the available data. Sometimes understood restrictively as the employ of machine learning to solve PDEs, this discipline has been defined as a core part of Artificial Intelligence and a computational technology that can be trained, with scientific data, to augment or automate human skills.\[18\] It constitutes, therefore, the cornerstone of our approach to hybrid twins here developed. So to speak, the type of digital twins we advocate for can be considered as a sort of intelligence augmentation device.\[19\]

Intelligence Augmentation (IA, do not confuse with artificial intelligence, AI), can be defined as the set of technologies that enhance human productivity and improve or restore capabilities of the human body or mind.\[20\] The concept was firstly set up by Douglas Engelbart back to 1962.\[21\] Essentially, our approach to the digital twin concept has many features in common to this concept of intelligence augmentation. Indeed, Augmented Reality can be seen as a cognitive technology, in the sense that it constitutes the ultimate form of computer interface, allowing for a seamlessly way of transmitting information to the user. This information, in this case, refers to the physics taking place in the observed phenomenon.

Therefore, our approach to digital twins comprises systems able to see—through computer vision technologies—, to interpret what they see—through scientific machine learning technologies—, and to seamlessly transmit to the user the essential hidden information about these physics. This transmission is made through AR technologies. Previous attempts at incorporating machine learning to the determination of constitutive laws can be found, among others, in the work of Michopoulos and collaborators.\[22,23\]

In what follows we will describe the essential ingredients of this approach. Firstly, an overview, for completeness, of the basics of computer vision, that will constitute our data acquisition system. Then, the scientific machine learning approach here employed. This is not, of course, the only approach that can be employed. Artificial Neural Networks (ANN), for instance, could replace this core capability of our system, although their unpredictability under some circumstances is well known. Finally, we will describe the AR implementation of the results.

The structure of the paper is as follows. In Section 2, we describe the proof-of-concept problem that we have implemented. Basically, it is a foam beam being loaded at variable positions. The system is expected to located the exact position of this load, even if it is not visible from the video stream. In Section 3, we describe briefly the concept of hybrid twin, i.e., the one that is able to correct itself by leveraging data. In Section 4, we describe our approach to the problem of correcting the model governing the assimilation procedure. Section 5 describes the mathematical problem of finding the position of the load as a particular instance of data assimilation. Finally, in Section 6 we analyze the performance of the method. The paper is closed by the usual conclusions section.

2 PROOF OF CONCEPT

Our proof-of-concept system can be thought of as a structural monitoring system in which a simply supported beam is subjected to moving loads, see Fig. 1. The dimensions of the beam are 797.5×200×105 mm3.

The beam was first employed in one of the authors’ previous works.\[24\] During the experimental campaign, its constitutive behavior was found to be close to a Saint-Venant Kirchhoff law, with Young’s modulus \(E = 0.11\) MPa and Poisson’s coefficient \(\nu = 0.2\). Despite the well-known limitations of this model, for the load levels employed in the experiments, this model offered much better results than neo-Hookean of Mooney-Rivlin models. Mild viscoelastic effects were nevertheless found that do not greatly affect the results if the time scale at which we translate the load is shorter than the typical relaxation time of the material.
FIGURE 1 A view of the foam beam at the lab. It consists of a simply-supported beam whose constitutive behavior is known to fit well to a Kirchhoff-Saint Venant law. The thick black lines help to track selected points in the image.

The beam was meshed with 18938 nodes and 98863 linear tetrahedral elements. Supports were modeled as pinned, allowing the free rotation of the beam, but not the horizontal displacement. Loads of 15 N were applied with the help of lead disks with 80 mm diameter. These loads were nevertheless considered as punctual in the simulations.

The goal of the constructed system was to predict the exact position of the load, together with an AR plotting of the displacement, strain or stress fields on top of the beam’s geometry. As a restrictive assumption, this should be done under real time constraints. This means that we must accomplish to the number of frames per second at which the video is recorder (usually 30 to 60 fps).

Under this rationale, the displacement field of the beam is assumed to be of the form

$$u = u(X, Q),$$

where $X \in \Omega \subset \mathbb{R}^3$ represents the position of a given point in the undeformed frame of reference, and $Q \in \Gamma_t \subset \mathbb{R}^3$ the particular position of the applied load. In general, we assume a simplified description where the position of the load is always well centered on the upper surface of the beam so that

$$u = u(X, Q),$$

with $Q \in \mathbb{R}$ a one-dimensional coordinate along the plane of symmetry of the upper surface of the beam. This parametric form of the displacement field is precisely at the origin of the hybrid twin concept, that we describe next.

3 | THE CONCEPT OF HYBRID TWIN

colorblueIn general, a digital twin includes a model describing the physics taking place. Assume that this model takes a particular form

$$u(X, t; \mu) = A(X, t; \mu),$$

where $\mu \in D \subset \mathbb{R}^{n_{\mu}}$ represents a set of parameters determining its behavior and $t$ is time. In our case, for the sake of simplicity, we assume that $\mu$ is composed solely by $Q \in [a, b] \subset \mathbb{R}$. For the problem under consideration, the model $A$ (here assumed linear, but that could also depend on the solution itself when the model is nonlinear) could be, for instance, the well-known Euler-Bernoulli-Navier (EBN) model for beam bending. This model is well known to describe accurately the bending of long beams under small strain assumptions. Given the parametric nature of the model, an approximation constructed by any model order reduction technique could be envisaged. In this case, however, given the simplicity of the Euler-Bernoulli-Navier model, we will take it as a starting point in our developments.
FIGURE 2 Results of the analysis of the foam beam. The system should be able to determine the position of the load—indicated as a red arrow in the images—while depicting the desired field on top of the beam’s geometry. Here, the legend represents the vertical component of the displacement, $u_y$. The system should be robust respect any displacement of the camera and even partial or general occlusions of the beam. The black circles are fiducial markers employed to calibrate the system, but they are not necessary during the operating regime of the system.

Given that it is well-known that this beam obeys a non-linear description of the movement, the assumed model will soon reveal its lack of accuracy, as will be reported in Section 6. If this is the case, given some unfitted measurements, the model will need to be corrected, by assuming

$$u(X, t; \mu) = A(X, t; \mu) + B(X, t; \mu). \quad (2)$$

In this case, we assume that the correction term $B(X, t; \mu)$ also depends on the set of parameters $\mu$. It is worth noting that the original form of the Hybrid Twin\cite{15} does not consider this dependence. This does not alter, however, the spirit of the concept.

Still an additional term could be considered in the structure of a hybrid twin. In general, every measurement will incorporate noise:

$$u(X, t; \mu) = A(X, t; \mu) + B(X, t; \mu) + R(t). \quad (3)$$

This noise could come as a consequence of experimental measurement errors or as a consequence of external actions over which we have no control. In general, there is a long tradition in engineering sciences on how to filter this type of noise, through the use of more or less sophisticated filters. Examples exist also for filtering procedures constructed over reduced order models.\cite{31}

There is, however, an additional possible source of noise. It is well-known that model order reduction leads, in general, to the generation of non-Markovian, history-dependent terms in the resulting model, and also noise. This noise comes from the fact of ignoring details from the unresolved variables. This is the well-known Mori-Zwanzig theory.\cite{32,33} When learning physics from data, these terms could result in important deviation from the expected behavior of the system.\cite{34} For the problem at hand, however, the assumed theory is considered as a microscopic enough description for which no additional detail is necessary, such as, for instance, microstructural representative volume elements, etc.

Still an additional term could be considered on the most general form of a hybrid twin: a control term $C(t)$:

$$u(X, t; \mu) = A(X, t; \mu) + B(X, t; \mu) + C(t) + R(t). \quad (4)$$

For this particular case, however, in which we consider a quasi-static behavior, no control term has been included.
The term “hybrid” comes precisely from the fact that in Eq. (4) the response of the system comes mainly from two sources: a theoretical, even phenomenological model, encompassed in the contribution $A$, and a data-driven correction $B$. This is precisely the main difference with respect to classical digital twins. The procedure to correct the model is studied in the following section.

4 | THE CORRECTION PROCEDURE

The correction procedure is based, on one hand, on experimental measurements coming from video recordings of the loading process. On the other hand, a reconstruction of the high dimensional displacement field given by Eq. (2) is needed. This parametric expression needs to be sampled experimentally, and this may lead to the well-known curse of dimensionality—an exponential increase of the number of samples with the number of dimensions of the phase space. To avoid this curse, we employed a technique coined as sparse- Proper Generalized Decomposition, $s$-PGD. This technique allows for a high-dimensional reconstruction of the sought field $u$ with a minimum number of sampling points and, notably, it involves only a sequence of three dimensional and one-dimensional problems (for the spatial part of the problem and the parametric dependency, respectively). Thus, there is no need to solve problems defined in the phase space of the model, 4D in this case.

4.1 | The vision system of the twin

To allow the twin to see, we employ a stereo camera Zed Mini from Stereo Labs (https://www.stereolabs.com/zed-mini/). This type of camera provides us with an estimation of the depth from the objective for each object in the scene. A sketch of the functioning of such a camera is shown in Fig. 3. The interested reader is referred to some of our previous works and the references therein for a detailed explanation on how the camera works.

Essentially, the advantage of a stereo camera comes from the fact that a triangulation of the scene is possible at each frame, thus providing the depth field at each frame. In the absence of such a facility, a standard camera could equally been used. In general, a point $P$ of the scene is captured by both cameras giving a projection $p_{\text{left}}$ and $p_{\text{right}}$ respectively. For a frontal parallel
camera both points will thus appear on the same vertical position, namely $y_{\text{left}} = y_{\text{right}}$. The difference between the horizontal coordinates defines the disparity $d = x_{\text{left}} - x_{\text{right}}$, which can be related to depth by the equation

\[
Z = \frac{f T}{x_{\text{left}} - x_{\text{right}}},
\]

where $f$ is the focal length (assuming that both cameras are identical and have, therefore, the same value) and $T$ is the displacement between camera centers of projection.

Once a three-dimensional reconstruction of the scene is made, the next step is to detect and track a minimal number of points in the beam. These are referred to as features in the computer vision community. While there exists a vast corps of literature on how to accomplish this task, here we have employed the OpenCV library\cite{8} and, in particular, the feature detecting algorithm by Shi and Tomasi\cite{9}. As will be noticed, this algorithm is able to track the corners in the black pattern drawn in the beam.

4.2 Sparse Proper Generalized Decomposition

Once a predefined set of points or features have been measured, it is time to obtain the correction for the model $A(X, t; \mu)$, $B(X, t; \mu)$, see Eq. [3]. This correction needs not to be performed at video speeds. It could be executed once systematic, biased deviations from the predictions given by the model are detected.

Our unknown objective function will therefore be the sought correction,

\[
B(X, t; \mu) = u(X, t; \mu) - A(X, t; \mu).
\]

At a particular time instant $t$ we will look therefore for an approximation to this correction, $\hat{B}$, such that it minimizes

\[
\int_D \int_{\Omega} \omega^*(X; \mu) \left( \hat{B}(X; \mu) - B(X, t; \mu) \right) d\Omega d\mu,
\]

where $\omega^*(X; \mu) \in C^0(\Omega, D)$ is an arbitrary test function.

The main ingredient of the Proper Generalized Decomposition to avoid the curse of dimensionality is to assume the sought field in a separate form,

\[
\hat{B}(X; \mu) \approx \sum_{i=1}^{n_{\text{modes}}} F_i(X) \cdot G_i^1(\mu_1) \cdot \ldots \cdot G_i^{n_{\text{param}}}(\mu_{n_{\text{param}}}),
\]

where $F_i(X)$ and $G_i^j(\mu_j)$, $j = 1, \ldots, n_{\text{param}}$ are sought functions, a priori unknown, coined as modes due to their similitude with Proper Orthogonal Decomposition eigenvectors.

It is well known that this assumption of affinity of the sought approximation, is not appropriate for every system. Those in which the number of terms $n_{\text{modes}}$ is huge are known as non-separable. They are therefore, harder to approximate. To overcome this issue, improved PGD approximations can be employed, such as local-PGD approximations, for instance\cite{41,42}.

These functions are determined by firstly projecting them onto appropriate finite element spaces. Then, a greedy algorithm is employed so as to compute each of these sums,

\[
\hat{B}^m(X; \mu) = \hat{B}^{m-1}(X; \mu) + F_m(X) \cdot G_m^1(\mu_1) \cdot \ldots \cdot G_m^{n_{\text{param}}}(\mu_{n_{\text{param}}}),
\]

In general, our stopping criterion is to enrich until the modulus of the enrichment at iteration $m$ is lower than 1% of the modulus of the first mode. All of our experiments converged in less than ten modes.

For each sum, each function is computed iteratively by resorting to a fixed-point algorithm. In order to obtain a symmetric expression, it is a common practice to choose

\[
\omega^*(X; \mu) = \hat{B}^*(X; \mu) = F^*(X) \cdot G_m^1(\mu_1) \cdot \ldots \cdot G_m^{n_{\text{param}}}(\mu_{n_{\text{param}}})
\]

\[
+ \ F_m(X) \cdot G_{m+1}^1(\mu_1) \cdot \ldots \cdot G_{m+1}^{n_{\text{param}}}(\mu_{n_{\text{param}}}) + \ldots
\]

\[
+ \ F_{m+n}(X) \cdot G_{m+n}^1(\mu_1) \cdot \ldots \cdot G_{m+n}^{n_{\text{param}}}(\mu_{n_{\text{param}}}).
\]

This approach is equivalent to POD\cite{33} in two dimensions and for elliptic operators. There is no formal proof, however, on its ability to obtain parsimonious models (i.e., with a minimal number of terms) in dimensions higher than two.
In our approach, since we have a finite—usually small—set of measurements, it seems reasonable to employ Dirac delta functions as test functions, thus arriving at a collocation approach:

\[ w^*(X; \mu) = \hat{B}^T(X; \mu) \sum_{j=1}^{n_{\text{max}}} \delta(X_j; \mu_j). \]

The matrix expression of the resulting formulation can be consulted in Ibáñez et al.\(^{35}\)

Special attention needs to be paid to the chosen approximation spaces.\(^{35}\) Here, we have employed standard finite elements in space, while the parameter space \( Q \subseteq [0, 795] \text{ mm} \) is approximated by means of global Kriging procedures. Since the tracked points belong to the front, visible side of the beam, a simple grid of \( 13 \times 5 \) nodes has been defined on the rectangular side of the beam. Each element is thus \( 66.25 \times 50 \text{ mm} \) long, which is enough for the level of accuracy here pursued. Of course, the main limitation of the technique arises at the low data limit, where a very limited number of experimental values are available. If needed, this grid can be refined without any limitation.

5 | MATHEMATICAL FORMULATION OF THE DATA ASSIMILATION PROBLEM

Out of the correction loop just described, which is invoked automatically every time that a biased deviation from the predictions is detected, the digital twin is expected to be operating normally, providing the user with information regarding the solution field (displacement or its derivatives, strain or stresses) and the location of the load, as seen in Fig. 2.

This problem is formulated as a data assimilation problem, in the following manner. From the camera recording, sketched in Fig. 3, a set of displacements is measured. These could be the same employed in the previous section for model correction or not. These lectures will be denoted as \( u^*(\mu) \).\(^{23}\) In this framework, the continuous problem—the corrected Euler-Bernoulli-Navier beam problem—can, after discretization, be cast into the following two discretized PDEs,

\[
\begin{align*}
\text{State equation:} & \quad K(u, \mu) u(x, \mu) = f(\mu), \\
\text{Observation equation:} & \quad u^{\text{obs}}(\mu) = C(\mu) u(x, \mu).
\end{align*}
\]

It is worth noting that the stiffness matrix \( K(u, \mu) \) could depend (possibly in a non-linear manner, especially after correction) on the unknown field \( u \) but also on the parameters \( \mu \). \( u \in \mathbb{R}^{\text{FOM}} \) represents the set of nodal (finite element full order model) degrees of freedom and \( u^{\text{obs}} \in \mathbb{R}^{\text{obs}} \) represents the set of observations taken from the video stream. The observation matrix \( C \) is assumed to be linear and is usually simply Boolean and often \( \mu \)-independent.

We thus formulate the problem as a deterministic one, in the form

\[ \mu^* = \arg \min_{\mu \in \mathbb{R}^{\text{param}}} \frac{1}{2} \| u^{\text{obs}} - C(\mu) u(x, \mu) \|_2^2, \]

i.e., we determine the value of the parameters that minimize the discrepancy between theoretical predictions of the (possibly corrected) model, \( u(\mu) \), and experimental measurements, \( u^{\text{obs}} \) at particular locations given by \( C \). Tikhonov regularization methods could be necessary in some circumstances.\(^{33}\) In the experiments analyzed during this work, however, no need of any regularization was found.

Given the severe real-time restrictions (feedback rates between 30-60 Hz), instead of a closed-form model, like in this example, a reduced-order approximation to \( u \) can be advantageously constructed by PGD. Eq. (8) is then solved by employing the Levensberg-Marquardt method.\(^{43,52}\) The sensibilities of the solution with respect to the parameters can be found thanks to the separated structure of PGD approximations of both model and correction as

\[ \frac{\partial u}{\partial \mu_j}(X, \mu) \approx \sum_{i=1}^{n} F_i(X) \cdot G_i(\mu_1) \cdot \ldots \cdot \frac{\partial G_i(\mu_j)}{\partial \mu_j} \cdot \ldots \cdot G_i^{\text{param}}(\mu_{n_{\text{param}}}). \]

These sensibilities could be computed off-line and stored in memory. Only during runtime they are evaluated.

6 | INITIAL ANALYSIS OF THE PERFORMANCE

As mentioned before, the model \( A \) is taken in this case, for simplicity, as an Euler-Bernoulli-Navier model, which is exactly separable. Corrections to this model are computed online. Modes \( F_m \) and \( G_m \) in Eq. (5), \( m = 1, \ldots, 9 \) are shown in Figs. 4 and 5. The stopping criterion, as mentioned before, is the reach of a mode whose modulus is smaller than 1% of that of the first mode.
The typical image obtained by the computer vision acquisition system is shown in Fig. 6. White points in the corners of the black grid denote that a particular corner is being tracked and its displacement measured. Note how some of them (bottom right part of the beam) do not appear in some frames of the video. This does not affect to the robustness of the method. Even partial occlusions during short time lapses are supported by the method without problem.

Figure 7 represents graphically the experimental measurements, predictions done by the EBN model and, finally, their correction by sparse-PGD techniques. Note the good agreement between circles and crosses, i.e., between experimental measurements and the corrected predictions made by the digital twin. In this case, ten modes are enough to correct the poor prediction done by the EBN model.

Video was recorded at a resolution of 1920 × 1080 pixels. The experimental error is therefore the physical size of a pixel. Obviously, it depends on both the resolution of the recording procedure and the distance of the camera to the analyzed system. The farther the camera is located, the bigger the error.

To determine which part of the error is due to the sPGD procedure and which to experimental errors, the method was tested against a closed-form, error free synthetic solution of the EBN model, taken as ground truth. We determined that the sPGD technique was responsible of around 1% of the global error.

For four different load positions, the maximum error at any of the white points in Fig. 6 was, respectively, 3.00, 2.53, 2.39 and 2.76 mm. The average error was however, for these same cases, 0.658, 0.753, 0.805 and 0.775 mm, showing the great precision of the proposed technique.

7 | CONCLUSIONS

In this paper we have proposed a new type of digital twin. As distinct features, the proposed technique incorporates computer vision as the experimental setup, and augmented reality towards the ease of interpretation of the information provided by the model, whose parameter values are determined by means of data assimilation procedures, combined with model reduction techniques. These are indispensable to obtain real-time performance at video rates (30 to 60 frames per second).

But, notably, the salient feature of the digital twin relies in its ability to correct itself in an unsupervised manner, by detecting systematic differences between measurements and predictions. If this is the case, the model is corrected by employing the same

**FIGURE 4** One-dimensional modes in the load position coordinate $G_m(Q)$. The first nine modes are represented.
measurements obtained by the camera. To this end, a sparse-Proper Generalized Decomposition approach has been chosen. It allows to construct the model correction in a separated form. This separated form is especially convenient for the real-time solution of the inverse problem.

The proposed methodology has demonstrated to obtain very accurate results, always bounded by experimental errors. This opens the possibility of defining a new generation of digital twins, which we have coined as hybrid twins.

Recent advances in the field of scientific machine learning open the possibility to extend these result and go much further. However, there remains a wide field to explore. For instance, how to detect more intricate features in the models, such as internal variables, for instance. This constitutes the goal of our current efforts of research.
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**FIGURE 6** Frame of the video stream in which we observe the tracking of the corners in the black grid, represented as white points (these do not exist in the physical beam).

**FIGURE 7** Predicted and measured displacement. Crosses represent the experimental measurements at the black grid corner points, represented in white in Fig. 6. The displacement prediction made by the Euler-Bernoulli-Navier model is represented by asterisks. Finally, after the computation of a correction to the EBN model, the resulting prediction is represented by circles. The legend represents the error value, in mm.
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